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Abstract— Commercial electronic design automation (EDA)
tools typically focus on optimizing the power, area, and speed
of integrated circuits (ICs). They rarely consider hardware
security requirements. As such, existing EDA tools often directly
or indirectly introduce security vulnerabilities. These security
vulnerabilities can later be exploited by attackers to leak
information or compromise the hardware root-of-trust. In this
paper, we show how traditional EDA tools optimize power, area
and speed (PAS) metrics in cryptographic circuits at the cost
of introducing vulnerabilities to side-channel analysis (SCA)
attacks. To balance hardware security with traditional perfor-
mance metrics, we propose an automatic tool, called CAD4EM-
CLK, to secure ICs against power and electromagnetic (EM) SCA
attacks. The tool optimizes clock networks for both traditional
design requirements and security constraints. To achieve this
goal, we first theoretically analyze and model the relationship
between on-chip clock networks and side-channel security. The
developed model will then guide the CAD4EM-CLK tool to adjust
clock network structures to spread the leakage out temporally,
also lower its amplitude proportion, so as to help reduce the
leaked information. The proposed automatic tool is then validated
on various cryptographic circuits. We use layout-level simulation
to assess side-channel leakage and the experimental results
prove the effectiveness of our proposed tool for power and EM
side-channel protection.

Index Terms— CAD for security, side-channel attack, electro-
magnetic leakage, power side channel, clock tree synthesis.

I. INTRODUCTION

S THE hardware foundation of modern electronic sys-

tems, integrated circuits (ICs) are required to satisfy
certain power, area, speed, and security (PASS) requirements.
Since IC designs become increasingly complex, designers have
to rely on state-of-the-art electronic design automation (EDA)
tools to achieve PAS restrictions. However, security is rarely
a constraint in the traditional IC design flow [1]. As a
consequence, neither IC designers nor commercial EDA tools
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are well prepared for hardware security threats, resulting in
ICs vulnerable to various hardware attacks [2], [3]. While
hardware security education and training in recent years have
helped cultivate a generation of designers with the appropriate
background to take on these threats, the EDA industry as a
whole is still not prepared to counter hardware threats. To fur-
ther complicate matters, EDA tools themselves contribute to
hardware vulnerabilities, either directly or indirectly. As such,
the development of Computer Aided Design (CAD) tools for
security is an urgent task for the hardware security community.
In this paper, we will demonstrate their limitations and the
enhancement of commercial EDA tools for hardware security,
specifically for defending against SCA attacks.

SCA attacks represent one of the most critical hardware
security risks. SCA leverages unavoidable physical manifesta-
tions from electronic devices that are relevant to the internal
data processing. Specifically, that these manifestations can be
exploited to extract sensitive information. Side-channel leak-
ages often include power consumption, timing delay, as well
as electromagnetic (EM) emanation.Among all side channels,
EM emanation is derived from current flows inside ICs’ metal
wires, which carry information leaked by logic cells. This type
of side channel has the advantage on the spatial domain and
can be collected through a contactless way. Note that some
EM side channel collection may need to decapsulate the chip
to achieve a high signal-to-noise ratio (SNR). These properties
make EM-based SCA attacks more powerful than other SCA
attacks. EM SCA can be done with commercial components,
and there are even public implementations available [4]. Fur-
ther, other side channels such as the power side channel is
caused by the presence of logic cells and hence has similar
sources of side-channel leakage as the EM side channel. This
gives us an opportunity to protect them by optimizing logic
cells [5]. Thus, enhancing EM SCA resilience becomes one
of the most important considerations when we redesign the IC
design flow to include security as a metric.!

Researchers have proposed numerous countermeasures,
often at the design level, that are classified into masking
and hiding types. Masking techniques try to obfuscate the

'Due to the presence of the logic cells, EM side channel and power
side channel have similar sources of side-channel leakage. Despite the
differences between these two side channels, our method can apply to both
EM side-channel and power side-channel protections since our work optimizes
the leakage of logic cells by adjusting clock network. For simplicity, we will
only discuss the EM side channel in detail. Simulation results on both EM and
power side channel protections are presented in Section V and Section VI,
respectively.
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internal data such that the dependency between the sensitive
information and the EM side-channel leakage can be elimi-
nated [6]—[8]. Hiding represents a group of techniques aiming
at reducing the information relativity of EM side-channel
leakage. They can be implemented through randomizing the
switching behaviors [9]-[11], attenuating EM emanations of
sensitive blocks [12]-[14], injecting noise components [10],
[15], [16], etc. However, in addition to significant power, area
and speed overhead increases, these countermeasures require
designers to have sufficient hardware security background to
implement them correctly. A good example of this is [13],
which greatly increases an AES design’s security, but which
has an area overhead of 22.85% and a power overhead
of 49%, and requires extensive fine-tuning of a design. This
requirement, combined with the lack of dedicated CAD tools,
makes adoption of existing solutions difficult in the current IC
design flow.

To address these deficiencies and, more importantly, to make
side-channel security a metric similar to traditional perfor-
mance metrics, we try to incorporate security constraints
into modern EDA flows with our newly developed CAD for
Security tools. In this way, we will achieve two goals. First,
we seek to implement a defense that does not require a
designer to have a comprehensive understanding of hardware
security threats. And secondly, that this defence still allows
for optimization among all PASS metrics.

Our work is based on the finding that the Clock Tree
Synthesis (CTS) process in modern EDA flows tries to opti-
mize power, area and speed metrics by sacrificing security
(even under cases that all PAS metrics have been met). CTS
generates the clock network which provides clock signals
for sequential components, e.g., flip-flops (FFs). The features
of the clock network and linked components will affect the
time and amplitude characteristics of exploitable side-channel
leakages. Take clock skew (defined in Section II-A) for
instance, as clock skew is minimized, the time at which various
components may be handling sensitive data become more
temporally aligned. This temporal alignment causes any side
channel leakage from the components to increase. Thus as
CTS optimizes clock skew to the highest degree possible, past
the minimum PAS requirements, it decreases the robustness
of a design against SCA. To remedy this, we develop a
CAD for Security tool, named CAD4EM-CLK, that performs
optimizations for clock signal distribution, including clock tree
and triggered registers, in order to quantitatively balance all
user-specified PASS constraints. We then perform layout-level
power and EM simulations on representative cryptographic
hardware, the results of which demonstrate that the developed
CAD4EM-CLK tool can protect circuit designs from SCA
attacks with trivial PAS overheads. It is important to note that
CAD4EM-CLK can be easily integrated with a number of
other countermeasures techniques, and allows for designers to
balance security and performance.

This paper has the following contributions to the hardware
security and EDA communities.

o Theoretical proofs are provided to demonstrate that mod-

ern EDA tools contribute to power and EM side-channel
vulnerabilities.

o A side-channel security metric is presented to quantita-
tively measure a circuit’s resilience against power and
EM side-channel attacks.

« We present a new approach to minimize the effects
of side-channel leakage by spreading the leakage out
temporally, also lowering its amplitude proportion.

o A new CAD for Security tool, named CAD4EM-CLK,
is developed to leverage all of the above contributions.
This tool allows a designer to achieve user-specified
constraints of all design metrics, i.e., power, area, speed
and side-channel security.

The rest of the paper is organized as follows. The required
background is introduced in Section II. Section III models
the security quality for design with the clock network, and
theoretically analyzes the vulnerability of modern EDA tools
on security requirements. Section IV discusses the overall
framework of the proposed tool. Its effectiveness is validated
in Section V and Section VI by simulation experiments.
We conclude our work in Section VII.

II. BACKGROUND
A. Clock Network Construction

The clock network is constructed to deliver clock signals
within an IC, from the clock source to clock sinks, by con-
necting clock inputs of synchronous elements, e.g., Flip-Flops
(FFs). The performance of a clock network will be evaluated
from various objectives which are listed as follows.

o The clock latency is defined as the timing delay from the
clock source to the sinks.

o The clock skew is defined as the difference in the arrival
time of the clock signal traveling to two different sequen-
tial elements.

o The clock slew, or clock transition time, is defined as the
time it takes for the signal to transition from one logic
state to another.

o The clock power is defined as the total power consump-
tion of the clock network.

To satisfy these objectives, different types of topological
structures are applied to design the clock network, such as
H-tree, buffered tree and clock mesh. Among them, buffered
trees are the most popular in which buffers are inserted either
at the clock source or the clock path. CTS is used to achieve
these structures during EDA flow,. Also, it often imple-
ments various performance-driven optimization techniques to
achieve the quality objectives mentioned above. For example,
the authors in [17] present a clock-tuning algorithm involving
buffer insertion to maintain the zero-skew property of the
clock tree. Chen et al. guarantee the bounded clock slew of a
clock tree through aggressive buffer insertion and minimizing
the clock skew [18]. Liu et al. introduce the slew-driven
approach (SLECTS) that considers slew optimizations at each
phase of CTS [19]. Sitik et al. [20] propose a local clock gate
cluster-aware low swing CTS method, in which low swing
clocking is exploited for power consumption deduction while
satisfying skew and slew constraints. In [21], the authors
propose an improved K-means approach involving register
clustering to reduce the power consumption.
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B. CAD for Security Tools

EDA-friendly countermeasures and CAD for Security tools
are attractive options for IC designers. In these solutions,
security methods are either incorporated into the commercial
design flow or developed as an open-source stand-alone tool
so that designers no longer need to be proficient in both
hardware design and side-channel security. In [22], [23],
the authors present a secure design flow to flatten the power
dissipation during each charge and discharge of the load
capacitance. This is realized by building the secure logic
library and adjusting place and route procedures. In [24],
the authors propose an automatic design flow that pursues
misaligned power dissipation. In this method, random clocks
are introduced by code modification before logic synthesis.
In [25], the authors develop security-driven synthesis methods
for circuit protection.

Existing solutions try to embed generic countermeasures
automatically, including random register switching, component
masking, Boolean masking of data paths and their combina-
tions. However, there is a lack of CAD tool for side-channel
security enhancement optimizations. As demonstrated in [26]
and theoretically proved in Section III-C, EDA algorithms
often negatively impact the side-channel resistance of the
design. In [26], the authors lower the power-based leakage
by altering the parameter configuration on placed gate-level
design, such as supply voltage, threshold voltage and gate
size. In this paper, we develop a quantitative EM side-channel
metric and incorporate it into the clock tree synthesis process.
Thus, the side-channel security is assured along with other
performance metrics.

C. Side-Channel Security Evaluation

To evaluate the security vulnerabilities of ICs, numerous
methods have been proposed which include differential EM
analysis (DEMA) [27], correlation EM analysis (CEMA) [28],
mutual information analysis (MIA) [29] test-vector leakage
assessment (TVLA) [30], etc. Among them, CEMA is widely
used which exploits the Pearson correlation coefficient as an
information indicator. This indicator quantifies the linear rela-
tion between actual EM traces 7 and the EM leakage model
W, e.g., Hamming weight model [2] or Hamming distance
model [31]. These models are used to predict the hypothetical
EM side-channel behaviors of ICs executing cryptographic
operations. Accordingly, the Pearson correlation coefficient is
calculated in Equation (1) on each sampling point.

o (T, W) = E(T-W)—E((T)-EW) o
JVar (T) - Var (W)
where E(-) and Var(-) are functions of calculating mean
and variance of a set, respectively. The recovered key
with the maximum Pearson correlation coefficient pp,x =
max(p (T, W)) indicates the most possible correct key.

III. EM SIDE CHANNEL MODELING ON CLOCK NETWORK
A. EM Emanations Modeling

EM emanations originate from current flows within ICs.
These flows are often caused by processing data, and as
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Fig. 1. (a) The current distribution topology of a CMOS IC [32] that includes
(b) the standard cell and (c) metal wire.

such, when critical data is being processed, EM leakage
may occur. As illustrated in Figure 1(a), for a fabricated IC,
the cell-level transistors on the silicon substrate, together with
the wires and vias within multiple metal layers, constitute
the basic current distribution topology [32]. The metal wires
are divided into power grids and interconnect wires types.
Using this model, we will try to identify the root cause of
EM information leakage according to the propagation path.
Specifically, we posit that transistor switching creates varying
currents that emanate EM radiation into nearby space.

This means transistors are the starting points that propagate
information through the EM side channel. In CMOS-based
circuits, a group of transistors with multiple pins form a
standard cell that provides a Boolean function (e.g., AND, OR,
XOR, INV) or a storage function (e.g., FF or latch). These
pins are classified according to their functionality, either as
input/output (I/O) pins or as power-supply pins. As shown
in Figure 1(b), here we take an inverter for instance, the I/O
pins are joined by interconnect wires, which transmit logic
input or output signals between cells. Power-supply pins
instead connect to power grids, such as VDD and GND,
deliver positive and negative supply voltage to cells. When
cells switch their output states, the shifting charge will draw
current from the metal wires in their power grids, resulting in
data-dependent currents. Furthermore, these power grids tend
to have larger currents than the rest of the circuit, because
they carry the supply and have a lower resistance than other
wires [33].

In Figure 1(c), metal wires are separated into consecutive
sections based on the vias’ distribution. According to analysis
in [34], we model each section as the 7 -type equivalent circuit.
Logic cells that serve as excitation are modeled as independent
current sources. Therefore, branch currents and node voltages
of a segment can be calculated as Equation (2), according to
the modified node analysis (MNA) [35].

dv
G- V+C—=A-1
dr
ViV
Lij = ——— (2)
JjoLij + Rij

where V, I € R"™! are node voltages and currents over time,
G,C € R™" are the conductance and capacitance matrices
and A € R"™" gspecifies where current sources are located.
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R;j and L;; are wire resistance and inductance, w is the
angular frequency.

When carrying time-varying currents, metal wires start
behaving as antennas and emit EM emanations. Let J = I;; -D
denote the current density of the i-th segment, where v is
the direction of the branch current /;;. Through superposing
contributions of all segments, the magnetic emanation from
the IC can be computed in Equation (3).

_ Ho
B= 4 Z//l,w,

ieall

Ji X 7

5—ds 3)
wiri
where /; and w; are the length and width of the i-th segment,
respectively. r; and 7; are the magnitude and direction of
the vector that is directed from the source point to the
observer point. x( is the magnetic permeability. Generally,
EM emanation will be collected using external probes and
the changing EM emanation will induce a voltage in the loop
surface Sy ope Of the EM probe, as given as Equation (4).

dB
Vprobe = _/ —-ds 4)
Sprohe dt

In this way, the collected EM emanation will have a rela-
tionship with critical information processed inside the circuit.
Therefore, from Equations (2) to (4), it can be deduced that
supply currents caused by cell switching are the information
source of EM emanation from metal wires. Hence, optimizing
the supply current in logic cells is vital in terms of EM
side-channel security.

B. Flip-Flop Supply Current Modeling

Among all types of circuit cells, FFs are a major source
of sensitive data leakage because FFs are driven by the clock
network and thus synchronize the side-channel leakage [36].
So we will model the supply current in FFs considering the
effect of clock slope and clock skew. These two parameters
are the most important quality objectives when designing the
clock network. Meanwhile, other influence factors like the type
and output load will also be considered.

Figure 2 shows the setup used to test a generic FF under
different clock conditions. This cell, named DFFHQ family
in the standard cell library, is a high-speed, positive-edge
triggered, static D-type FF. Note that the DFFHQ with asyn-
chronous active-low reset, active-low set and both active-low
set and reset are described as DFFRHQ, DFFSHQ and DFF-
SRHQ, respectively. The driven strength of these cells is

labeled as X1, X2 and X4, in which a larger number means
relatively higher capability to charge/discharge the output
load.? Spice-level simulations are performed using a SMIC
0.18-um process. The clock transition, clock arrival time and
load capacitance are tuned to represent the variations of output
load, clock slope and clock skew, respectively. To quantify
their effects, we define three shape parameters of the supply
current including peak current, peak time and pulse width.
The peak current is the maximum amount of current in
output-transition duration and its appearance point is defined
as peak time. The pulse width is the time interval between
points that located 10% up the rising edge and down the falling
edge of the supply current.

Under all output-transition conditions, denoted as 7S =
{TS;:0—-0, TS :1—>1, TS3:1—0, TS;:0— 1},
the effect of clock slope, clock skew and load capacitance
are shown in Figure 3. In Figure 3(a), the pulse width and
peak time increase when smoothing the clock slope. The peak
current is almost unaffected. In Figure 3(b), a smoother clock
skew leads to linearly increased peak time. In Figure 3(c),
the effect of load capacitance is output-transition type depen-
dent. Under output transition 7 Ss, the load capacitance has a
linear impact on the pulse width, while pulse width remains
constant under other output transitions. Meanwhile, the effect
of load capacitance on the peak current confines to output
transition conditions 7'S3 and T Sj.

Based on the above analysis, we formulate the supply cur-
rent over time according to different output-transition condi-
tions. For T'S1, T S», and T S3 transitions, the load capacitance
does not contribute to the pulse width. A two-term Gaussian
function is established in Equations (6) to (9). Note that the
value of many of these terms vary depending on how the FF’s
state is transitioning. For one type of FFs, i.e., DFFHQX2,
fitting coefficients involved in these modeling formula can be
found in Table I.

TS; TS, (t —1n)?
IFFJ =1 ! exp |:—72 ] + I

0
2
t—t
exp [—(—22)] Jeh23 ®
0y
1 =y 1+ a2, je{l,2} (6)
K
1'% = %
1= expl—g(Ci — C)l
ti = Pi1 -t + 10+ Piz, 1 € {1,2, p} (8)
02 =7)1"Ts+t )2 )

where 7g, 7, and C; denote the clock slope, clock skew and
load capacitance, respectively. For 7'Ss transition, since the
pulse width is influenced by load capacitance, we build a
piecewise multi-term Gaussian function, in which the peak
time 7, serves as the demarcation point. This function is
given in Equations (10) to (13). The current curve before
tp is modeled as function I, that has the same form as

TS; . .
I F" , J =1{1,2, 3}. The current curve after ¢, is represented as

ZNote that different technology process libraries follow different gate
naming rules. We follow the naming rule based on the target 0.18-xm process.
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under four-type output transitions.

a Gaussian function /s, where I, is the peak current calculated
by I,.

1 —sgn(t —1t,) 1+ sgn(t —1t,)
TS 8 8
IFF4:fp' . fp'lf (10)
Ir=1 (= 1y)° (11)
=1, -exp| ——5—
f P p 20_32
K
1% = (12)
1+ exp[—g(Ci — Cp)]l
03 =A1-Cr+ A2 (13)

Other fitting coefficients involved in the above modeling
formula are reported in Table I. Figure 4 illustrates the
comparison of the calculated (dot lines) and simulated (solid
lines) supply current. The coefficient of determination [37] is
used to measure the correlation between model predicts f; and
actual data y;, given as Equation (14).

G )

zi(Yi - 5’ )
where y is the average value of actual data. A closer value
of R? to lmeans that the model-based predictions fit the
actual data better. In Table II, we list R? values of modeling
formula for various D-type FFs. As we can see from the table,
the developed model is consistent with the simulation results,
showing that our modeling formula can depict the actual data
correctly.

RP=1 (14)

C. Security Modeling for Clock Network

Simulated supply currents serve as the connection between
state transitions and EM side-channel leakage. Based on
the simulated supply currents, we can quantify the EM
side-channel security for the clock network. We use the z-test
statistic from TVLA technique as our security metric. A higher
value of t-test statistic indicates a higher possibility that the
design leaks sensitive data. Here we adopt the semifixed

TABLE I
FITTING COEFFICIENTS FOR CURRENT MODELING OF DFFHQX?2

Transition Conditions
Dype FE =T T1 1 7 150 [ 051
ay -12.0659 | -5.6653 N/A N/A
s 91.1392 | 73.6896 N/A N/A
K N/A N/A 158.7772 | 495.8686
g N/A N/A 0.0450 0.0825
Cm N/A N/A -22.9754 -5.1391
Iy 46.3265 | 48.9291 69.6209 74.7654
B11 0.4628 0.4620 0.4672 0.4696
B12 0.1227 0.1446 0.1679 0.1855
P21 0.4565 0.4531 0.4456 0.4333
P22 0.0145 0.0306 0.0991 0.1151
Bp1 N/A N/A N/A 0.4712
Bp2 N/A N/A N/A 0.1849
o1 0.0922 0.0831 0.0691 0.0604
Y1 0.1214 0.1189 0.0918 0.0560
Y2 -0.0109 -0.0005 0.0466 0.0750
A1 N/A N/A N/A 0.0028
A2 N/A N/A N/A 0.0106
N/A: Data not exist.
TABLE II
R? OF MODELING FORMULA
R2 Transition Conditions

0—0 1—1 1—-0|0—1

DFFHQX1 0.9499 | 0.9507 | 0.9604 | 0.9905

DFFHQX2 0.9405 | 0.9536 | 0.9353 | 0.9798

DFFHQX4 0.9415 | 0.9544 | 0.9079 | 0.9346

DFFRHQX1 | 0.8622 | 0.9163 | 0.9548 | 0.9347

DFFRHQX2 | 0.9318 | 0.9531 | 0.9400 | 0.9838

DFFRHQX4 | 0.9303 | 0.9522 | 0.8972 | 0.9860

vs random 7-test to avoid the false-positive result using the
fixed data set [38]. During security modeling, we create the
input stimuli for the semi-fixed dataset and random data set
as described in [39]. Gate-level simulation is performed on
the design to record the switching information of FFs in
the value change dump (VCD) format. Under each stimulus,
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. . TS;
the simulated supply current is represented by > ;. Irp
(Equation (6) to Equation (13)) which sums contributions of
all FFs at j-th state transition. The time resolution during
each state transition is set based on the trade-off between
modeling accuracy and computational time. The clock network
parameters involved in the above process, e.g., types, skew,
slew and output load, are extracted from the physical design.
Thereby we acquire the two data sets where one set Qg
with ng semi-fixed stimuli another set Q; with n; random
stimuli. According to Equation (15), we calculate the value ¢ of
t-test statistic which serves as the security metric for the clock
network tunning.

E (Qo) — E(Q1)

t = (15)
\/Var(Qo) 4 Yar(Qy
no ny

As mentioned in Section II-A, modern EDA tools pursue
high performance by skew, slew and power reduction. This
means that the side-channel leakage for different components
has similar patterns and they aggregate in the time domain,
leading to highly different values between the two sets. Hence
a high r-test statistic increases the side-channel security risks.
Based on the above observations, the extra uncertainties can
be merged into temporary attributes of supply currents by
configuring the clock skew, clock slew and load capacitance.
Also, the amplitude attributes of the supply currents can
be lowered by configuring the load capacitance and FFs’
size. Along with security constraints, we can induce devi-
ations on traces through tuning the clock signal distribu-
tion, and thus lead to a lower t-test value. Consequently,
the EM side-channel leakage is adjusted to reduce the leaked
information.

IV. CAD FOR EM SECURITY TOOLS

The IC design flow illustrated in Figure 5 shows that the
developed CAD4EM-CLK tool will be integrated into the flow
between the Clock Tree Synthesis stage and the Routing stage.
The inputs of the CAD4EM-CLK include the design netlist,
a buffer list, a configuration file, performance constraints and
security constraints.

The design netlist is the output of the current Clock Tree
Synthesis and contains the clock network before applying
security constraints. The buffer list is derived from the standard
cell library. The security constraints are exerted in the form

e ——— N
|

CADACLK
| Input: Design netlist, buffer list,
| configuration file, performance constraints,

: security constraints

| ;
Identify the vulnerable
clock nets

Clock network tuning for
security enhancement

No
Criteria are met?

Yes

—— . | __ 4

Fig. 5. The workflow of CAD4EM-CLK compatible with the existing design
flow.

of the cost function, which models security quality for the
clock network specified in Section III. The involved formula
parameters in security constraints are represented by lookup
tables.

The configuration file includes the user-defined settings for
the execution of CAD4EM-CLK.

With these inputs, the CAD4EM-CLK tool will execute
two main steps in balancing the security metric with other
performance metrics. The tool first identifies the vulnerable
nets of the initial clock network. It then reconfigures the clock
network structure such as the level amount, buffer type, cluster
amount, register order and size, in the vulnerable nets guided
by the quantified security constraints. Due to the adjustment
of the clock network, this protection will sacrifice the speed
performance and thus be more suitable for these circuits often
running at low frequencies.

A. Identify Vulnerable Clock Nets

During this step, CAD4EM-CLK extracts the total clock
network from the design netlist. Through breadth-first search,
every cell driven by the clock signal is sorted out and
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represented in a tree-style graph. Each branch of the graph
starts from the clock source, passes through the buffers group
and ends with clock pins of corresponding FFs. The FFs
that associate with the cryptographic operations are labeled
as sensitive FFs to be protected. This can be realized by two
ways. First, given the knowledge of the chip functionality,
the designer knows the secure asset and provides a list of
sensitive FFs, e.g., state FFs. Second, with the knowledge of
the leakage model methods such as architecture correlation
analysis (ACA) will be exploited to rank the FFs by calculating
their contribution to the side-channel leakage [40]. Then the
tool marks nets that connect to these FFs as the vulnerable
clock nets Vj,er, including clock sources, buffers, FFs and their
connectivity. Note that both signal-relevant and noise-relevant
nets are treated by structure tunning, with the goal of reducing
the information leakage.

B. Clock Network Tuning for Security Enhancement

This step will enhance the resistance of clock nets against
EM side-channel attacks. Different from traditional PAS opti-
mization processes, this optimization process is a balance
among all PASS metrics, mainly a tradeoff among power,
speed and security. This procedure is termed the combina-
torial optimization problem and known to be NP-complete.
For CAD4EM-CLK, we use the simulated annealing algo-
rithm [41] to solve this problem. The overall flow is described
in Algorithm 1.

In the initialization stage (Line 1 in Algorithm 1),
the CAD4EM-CLK tool reads the user-defined parameters
for simulated annealing by parsing the configuration file,
including the start temperature startTemp, stop tempera-
ture stopTemp, cooling coefficient x, maximum iteration of
degradation optimization max/Itr. The current temperature
currentTemp is set as startTemp. The iteration counter
currentltr is set as 0, denoting the number of iterations if
the optimization process moves to the wrong direction. The
current design currentDsg is initialized as given design D,
and its total power initial Pwr is obtained through power
analysis. The user will also define the maximum power
overhead pwrCoeff. For the vulnerable nets, the clock
network structure currentStruc is initialized as mentioned
in section IV-A. Its security quality is determined by using
function COSTFUNCTION (Line 34-37 in Algorithm 1). In this
function, the tool extracts the following parameters from
currentDsg, containing types, skew, slew and output load
of every FFs for vulnerable clock nets. As analyzed in
Section III-C, the tool will model supply currents and then
quantify the security attributes by calculating the value of
t-test statistic.

After initializing all settings, the subsequent iterations start
to tune the clock structure (Line 2-23 in Algorithm 1). We
define four factors to describe the structural features of the
buffered clock tree. The cluster amount ¢€; determines the
number of clock branch. The level amount ¢> and buffer
type €3 denote the number and type of buffers for insertion
in each branch. The register order €4 and size €5 deter-
mine the connected register and its drive strength. Note
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Algorithm 1 Clock Network Tuning for PASS Tradeoff

Input: Design netlist D, buffer list B, performance constraints
(maximum power overhead pwrCoeff), security
constraints and simulated annealing configuration file
(start temperature startT emp, stop temperature
stopT emp, cooling coefficient x, maximum iteration
of degradation optimization max/tr).

Output: Physical design with the secured clock network.

1 Initial currentTemp < startTemp, currentltr < 0,
currentStruc <— Vyer, current Dsg <— D, Initial Pwr <
Power Analysis on current Dsg,
currentScy <— COSTFUNCTION()

2 repeat

3 judgeTime < TIMECHECK()

4 | if judgeTime = 0 then

5 | break

6 else

7 repeat

8 nextStruc < random{é€y, €2, €3, €4, €5 € Vyer U B}
9 current Dsg < postCTS on design with nextStruc
10 judgePwr < PWRCHECK()

1 until judgePwr = 1;

12 nextScy < COSTFUNCTION()

13 dE < nextScy — currentScy

14 judgeScy < SCYCHECK()

15 if judgeScy =1 then

16 currentStruc <— nextStruc

17 L currentScy < nextScy

18 if dE < 0 then

19 L currentTemp < currentTemp X k

20 else

21 L currentltr <— currentltr 4+ 1

22 until currentTemp <stopT emp or currentltr >maxltr;
23 Function TimeCheck (currentDsg) :

24 timing Rpt < Static Timing Analysis on current Dsg
25 if timing Rpt has violations then

26 | judgeTime <0

27 else
28 L judgeTime <1

29 | return judgeTime

30 Function

PwrCheck (current Dsg, initial Pwr, pwrCoeff):
31 pwr Rpt < Power Analysis on current Dsg

32 | if pwrRpt <initial Pwr x pwrCoeff then

33 L judgePwr <1

34 else
35 | judgePwr <0

3 | return judgePwr

37 Function CostFunction (currentDsg):

38 extract type, skew, slew, load from current Dsg

39 t-test calculation based on modeled supply currents
40 return ¢-test statistic

41 Function ScyCheck (dE, currentTemp):

42 if dE < 0 then

43 L judgeScy <1

44 | else if exp(—dE /currentTemp) > random(0, 1) then
45 | judgeScy <1

46 else

47 L judgeScy <0

48 | return judgeScy
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that cluster amount and level amount subject to performance
constraints, such as maximum fanout and maximum latency.
Therefore, the new clock structure nextStruc can be adjusted
by combining these randomly generated factors. In each
iteration, CAD4EM-CLK generates a script that consists of
multiple text commands, e.g., addInst, addNet, attachTerm,
ecoChangeCell. These commands will guide the layout tool,
e.g., Cadence Encounter [42], to implement a new clock
network. Meanwhile, post-CTS optimizations are performed
to solve problems including design rule violations, setup
and hold violations and congestion reduction. The function
TIMECHECK (Line 24-28 in Algorithm 1) is performed on
updated design current Dsg to check whether the optimization
violates target speed constraints. If the design still has timing
violations, the tool will report failure and exit. In addition,
function PWRCHECK (Line 29-33 in Algorithm 1) is carried
out to check whether the power consumption of current Dsg
exceeds the threshold. pwrCoeff represents the allowed
power overhead (more precisely, initial Pwr x pwrCoeff).
If exceeds, the clock network will be retuned.

For each nextStruc that passes the above checks, its secu-
rity nextScy is calculated and then evaluated by using func-
tion SCYCHECK (Line 38-43 in Algorithm 1). According to
nextScy and currentTemp, this function determines whether
to accept nextStruc as the current structure current Struc for
next round iteration. If passed, the currentScy is also updated.
More specifically, the value of d E is negative showing that the
optimization is close to the optimal solutions and we accept
it directly. Otherwise, we accept the worse solutions with
some temperature-dependent probabilities less than 1. Hence
in Line 45, we select a random value that ranges from O to
1 as the threshold. This operation ensures that the algorithm
would obtain the global optimum solution instead of the local
optimum solution. The currentTemp updates (multiplied by
x) only when nextScy is less than currentScy. Otherwise,
the currentltr increases by 1. The above iterations continue
until an exit criterion is fulfilled, i.e., the stop temperature or
maximum iteration is achieved.

V. SIMULATION RESULTS FOR EM
SIDE-CHANNEL PROTECTION

We will exploit layout-level EM simulation to validate the
effectiveness of CAD4EM-CLK tool targeting on a 32-bit
Substitution Box (SBox) in a 128-bit AES design.3 This circuit
consists of four 8-bit SBox modules and each module is imple-
mented with the composite filed algorithm. In SCA attacks,
SBoxes in cryptographic circuits are often the exploitation
targets. An SBox takes in an input and uses the consecutive
multiplicative inversions and affine transformation to derive
the output. This relationship is well documented and central
to many SCA attacks, especially correlational attacks. By com-
paring the correlation between recorded SBox operations and
predicted values based on the known field transformation
and keys for the same plaintexts, the key in use can be
recovered [2], [31].

3Note that our method can be applied to the whole AES implementation but
due to the very slow layout-level EM simulation process, we only demonstrate
our method on an AES SBox [43]-[45].

TABLE III
CAD4EM-CLK PARAMETERS FOR THE EXPERIMENTS

startTemp
1x 103

stopTemp K
1x107T [ 07

maxlItr | pwrCoeff
1 x 107 12

A. CAD4EM-CLK Implementation

We first synthesize the RTL codes using SMIC
0.18-yum CMOS technology by Synopsys Design
Compiler [46]. The synthesized netlist of the AES-
SBox contains 908 gates with 32 DFFRHQ type FFs.
Then we exploit the Cadence Encounter to place and route
the design with the default core utilization setting of 70%.
The chip area is 227um x 226um and four metal layers
are occupied. We set the clock frequency and the supply
voltage as 20MHz and 1.8V, respectively. The input data of
the AES-SBox is obtained by XORing the key with plaintext.
we assume the key is unknown while plaintexts are known.
The adversary will recover the input data by CEMA attacks
first and then infer the key.

In our experiment, the buffer list is of drive strength from
X1 to X20 based on the technology library and the drive
strength for FFs ranges from X1 to X4. Other parameters to
configure CAD4EM-CLK tool are listed in Table III. The total
clock tree security enhancement process using CAD4EM-CLK
takes 26 minutes for the AES-SBox on a platform of an Intel
1.6GHz CPU with 8GB RAM.

B. EM Simulation and Security Analysis

To assess the EM side-channel resistance, we use the
layout-level simulation method in [47], [48] to perform sim-
ulated CEMA attacks on the design. After various verifi-
cations, such as design rule checking (DRC) and layout
versus schematic (LVS) checking, the design will go through
layout-level parasitics extraction using the Calibre XRC. The
inner parasitic resistance and capacitance are calculated and
reported in the format of DSPF netlist. Note that we select the
transistor-level type to get high-accuracy results in the parasitic
extraction. Hspice is used to perform layout-level simulation
on the circuit netlist annotated with parasitics and obtains
transient currents per metal wire. By interpreting the parasitic
netlist, we can obtain the actual location, width, length, and
layer of each metal wire. Thereby using Maxwell equations
and superposition principle, we calculate the EM emanations
from the IC on the basis of obtained information of surface
currents per metal wire, such as their amplitude, direction,
location and size.

After collecting EM traces, we perform EM side-channel
attacks on the AES-SBox design with and without the
CAD4EM-CLK protection. Figure 6 presents the maximum
correlations for all hypothetical key candidates. ppqx =~
0.5216 for unprotected AES-SBOX while p,,, =~ 0.2158 for
design with CAD4EM-CLK protection, reducing by 58.60%.
In general, the maximum correlations of hypothetical keys
will decrease gradually as increasing the number of traces
Niraces as shown in Figure 7. Starting from certain traces,
the correlation for the correct hypothesis (red curve) will
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TABLE IV
BALANCE OF SECURITY AND OVERHEADS FOR AES-SBOX DESIGN

AES-SBox Without protection | With protection
Clock Latency (ns) 2.332 2.801
Clock Skew (ns) 0.0052 2.358
Clock Slew (ns) 0.126 0.182
Maximum Frequency (Mhz) 28 25
Total Area (um?) 51320 51320
Placement Density (%) 72.61 74.12
Total Power (mW) 0.4752 0.5135
Maximum Correlation 0.5216 0.2158
MTD 30 250

always be above those with wrong hypotheses (blue curves).
This minimum number of traces to disclosure (MTD) the key
is denoted as Ny 7 p. After applying CAD4EM-CLK, the value
of Nyrp increases from about 30 to about 250. This means
that the resistance of AES-SBox against EM analysis attacks
is improved by at least 8.

In Table IV, we list the required overhead introduced by
the proposed tool targeting on AES-SBox design, including
timing, area and power overheads. In terms of timing over-
heads, for the AES-SBox using current design flow, the clock
latency 7, the clock skew 7, and the clock slew 7y are
2.332ns, 0.0052ns and 0.182ns, respectively. After applying
CAD4EM-CLK, the above objectives have changed due to
tuned clock network, where 7; = 2.801ns, 7, = 2.358ns and
7, = 0.182ns. Note that these alterations do not introduce
any timing violations. But the maximum frequency changes

TABLE V
BALANCE OF SECURITY AND OVERHEADS FOR AES-128 DESIGN

AES-128 Without protection | With protection

Clock Latency (ns) 1.568 3.562
Clock Skew (ns) 0.049 2.77

Clock Slew (ns) 0.424 2.709
Maximum Frequency (Mhz) 45 35

Total Area (um?) 810000 810000

Placement Density (%) 60.66 61.82
Total Power (mW) 5.56 6.21

Maximum Correlation 0.5669 0.1521
MTD 48 552

from 28 Mhz to 25 Mhz after applying the tool on AES-
SBox design. In terms of area overheads, the total area remains
unchanged while the placement density slightly increases from
72.61% to 74.12%. In terms of power overheads, the total
power changes from Py, = 0.4752mW before the secu-
rity enhancement to Py = 0.5135mW after the security
enhancement, an increase by 8.06%. The increase is well
below the defined threshold of 20% (users can specify other
thresholds). Therefore, it can be found that the CAD4EM-CLK
tool balances the whole design requirements of PASS metrics.

VI. SIMULATION RESULTS FOR POWER
SIDE-CHANNEL PROTECTION
As we mentioned earlier, CAD4EM-CLK is also suitable
for protecting the power side channels, in addition to the EM
side-channel. In this section, we will validate its extensibility
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through layout-level power simulation on a complete 128-bit
AES design.

A. CAD4EM-CLK Implementation

The complete 128-bit AES design [49], denoted as
AES-128, has ten rounds of encryptions after the KeySchedule
operation. One round of encryption executes four operations
including SubBytes, ShiftRows, Mixcolumns (except the last
round) and AddRoundKey. Moreover, each round encryption
occupies five clock cycles where the first four are assigned
for S-Boxes and the last for other operations. Intermediate
data and final output data from these operations are stored
and transmitted using state registers. The AES-128 design
first passes RTL-to-GDS to create a physical layout. The final
layout contains 12063 gates with 1892 FFs, and occupies
900um x 900um die area. Other physical parameters of
AES-128 and the CAD4EM-CLK tool are the same as men-
tioned in Section V-A.

B. Power Simulation and Security Analysis

We leverage the PrimeTime PX tool to carry out time-based
power simulations on physical design. This tool will build a
detailed power profile of the design based on the layout-level
netlist, design constraints, parasitics and Value Change
Dump (VCD) for specified switching activity. Then Corre-
lational Power Analysis (CPA) attacks are performed on the
collected power traces for security evaluation. Figure 8 illus-
trates the attack results that the evolution of the hypothetical
keys’ correlations with increased power traces. As shown
in Figure 8(a) Nyrp =~ 48 and ppae =~ 0.5669 for
AES-128 without protection. After applying CAD4EM-CLK,
Pmax ~ 0.1521 and Nyrp ~ 552 showing that the proposed
tool boost the security by at least 11x.

The overhead of the CAD4EM-CLK tool for protecting
AES-128 is listed in Table V. In terms of timing overheads,
comparing the design AES-128 before and after protection,
the clock latency 7;, the clock skew 7, and the clock slew
7y grow from 1.568ns, 0.049ns and 0.424ns to 3.562ns,
2.77ns and 2.709ns, respectively. Correspondingly, the max-
imum frequency changes from 45 Mhz to 35 Mhz after
protection. In terms of area overheads, the total area remains
unchanged while the placement density slightly increases from

400

() Number of Traces

CEMA attack results on the (a) AES-128 without protection (b) AES-128 with CAD4EM-CLK.

60.66% to 61.82%. In terms of power overheads, the total
power Prorq1 = 5.56mW before the security enhancement and
Piorar = 6.21mW after the security enhancement, an increase
by 11.70%.

VII. CONCLUSION

In this paper, we propose a CAD for Security tool, named
CAD4EM-CLK, to incorporate security constraints into mod-
ern EDA tools, while also maintaining other performance
constraints like power, area and speed. Guiding by all PASS
metrics, the tool can tune the clock network automatically
to enhance power and EM side channel resistance while still
meeting all other constraints. Utilizing layout-level EM simu-
lation, we carry out CEMA attacks on the AES-SBox protected
by CAD4EM-CLK. Additionally, we validate the effects of
CAD4EM-CLK on a simulated power SCA attack targeting
a complete AES design. Experimental results validate that
the tool can achieve a tradeoff among all PASS metrics.
In the future, we will try to integrate the developed CAD
for Security tool into the open-source EDA toolchain. Also,
we will optimize the tool to introduce dynamic randomization
to further enhance the CAD4EM-CLK tool.
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